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Abstract
Modeling contrastive explanations for the use in artificial intelligence (AI) applications is an important
research branch within the field of explainable AI (XAI). However, most of the existing contrastive XAI
approaches are not based on the findings in the literature from the social sciences on contrastiveness
in human reasoning and human explanations. In this work we collect the various types of contrastive-
ness proposed in the literature and model these with formal argumentation. The result is a variety of
argumentation-based methods for contrastive explanations, based on the available literature and appli-
cable in a wide variety of AI-applications.

1. Introduction

Explainable Artificial Intelligence (XAI) is an important and fast growing research area, con-
tributing to closing the gap between AI-application and its human user. To this end it is essential
that XAI approaches incorporate findings from the humanities and social sciences on how
humans request, generate, interpret and evaluate explanations (e.g., research on explanations
from philosophy [1] or law [2], see [3] for an extensive survey).

Argumentation plays an important role in XAI, because it is central to all human reason-
ing [4] including explanation [5, 6]. In addition to existing argumentation-based systems being
inherently interpretable (cf. [7]), argumentation has also been used to explain the output of
other less interpretable AI models such as machine learning classification models (e.g., [8]),
deep reinforcement learning models [9] and probabilistic Bayesian Networks [10] (see [11] for a
recent overview). Such explanations in terms of arguments can come in many forms, taking into
account the above-mentioned literature from the humanities and social sciences. For example,
argument-based explanations can be minimal [12], in the form of a dialogue [13], or include
only necessary and sufficient reasons [14].

One aspect of everyday explanations that has so far received relatively little attention in the
literature on argumentative explanations is that of contrastiveness: when asking why 𝑃 ? we
often expect the explanation to answer why 𝑃 rather than 𝑄? Contrastive explanations can be
used to compare a surprising outcome with the expected outcome [1, 15, 16]. Additionally, by
using contrastiveness, explanations can be interactively customized and personalized [17], and
become easier to derive and cognitively less demanding [1, 18].

There are a lot of studies on contrastive explanations in XAI, but very few of these base their
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explanation definitions on the theoretical foundations from the humanities and social sciences
literature on contrastiveness in human reasoning and human explanation [19]. In this work
we study the concept of contrastiveness as can be found in the literature on explanations and
formalize our findings in terms of formal argumentation. After a brief introduction to formal
argumentation, we discuss the various types of contrastiveness as proposed in the literature as
well as the requirements placed on them [1, 19, 16, 18, 20, 21]. We then show how these types
of contrastiveness can be modeled in abstract argumentation [22] (Section 3.2). Due to space
restrictions we only study contrastiveness for the (non-)acceptance of arguments in abstract
argumentation. However, the proposed explanations could be applied to a structured setting
(e.g., one of those in [23]) in a similar way as was done in [24].

With this paper we start a discussion on contrastiveness for argumentative XAI. We provide
the basis for this discussion by giving a literature overview and showing how notions from the
literature can be implemented in abstract argumentation.

2. Preliminaries: argumentation and explanation

2.1. Abstract Argumentation

An abstract argumentation framework (AF) [22] is a pair 𝒜ℱ = ⟨Args,Att⟩, where Args is a set
of arguments and Att ⊆ Args × Args is an attack relation on these arguments. An AF can be
viewed as a directed graph, see Figure 1 for an example, in which the nodes represent arguments
and the arrow represent attacks between arguments.

𝐴 𝐵

𝐶 𝐷 𝐸 𝐹

𝐺 𝐻 𝐼 𝐽

Figure 1: Graphical representation of the argumentation framework 𝒜ℱ1.

Given an argumentation framework 𝒜ℱ , Dung-style semantics [22] can be applied to it, to
determine what combinations of arguments (called extensions) can collectively be accepted.1

Definition 1. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF, S ⊆ Args be a set of arguments and let 𝐴 ∈ Args.
Then: S attacks 𝐴 if there is an 𝐴′ ∈ S such that (𝐴′, 𝐴) ∈ Att; S defends 𝐴 if S attacks
every attacker of 𝐴; S is conflict-free if there are no 𝐴1, 𝐴2 ∈ S such that (𝐴1, 𝐴2) ∈ Att; S is
admissible if it is conflict-free and it defends all of its elements.

An admissible extension that contains all the arguments that it defends is a complete extension
(Cmp). The grounded extension (Grd) is the minimal (w.r.t.⊆) complete extension and a preferred
extension (Prf) is a maximal (w.r.t. ⊆) complete extension.

We denote by Sem(𝒜ℱ) the set of all extensions of 𝒜ℱ under the semantics Sem ∈ {Grd,
Cmp,Prf}. Based on the semantics, an argument can be accepted and/or not accepted.
1Other semantics can be found in, e.g., [25]. We do not discuss these, since the specific semantics is not relevant
for our discussion.



Definition 2. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF, Sem ∈ {Grd,Cmp,Prf} a semantics and let
𝐴 ∈ Args be an argument. Then: 𝐴 is accepted if there is some ℰ ∈ Sem(𝒜ℱ) such that 𝐴 ∈ ℰ ;
and 𝐴 is not accepted (or non-accepted) if there is some ℰ ∈ Sem(𝒜ℱ) such that 𝐴 /∈ ℰ .

Note that, since the grounded extension is unique, if Sem = Grd, an argument is either
accepted or not accepted. For the other semantics an argument can be accepted, not accepted or
both (i.e., there might be extensions with the argument and extensions without the argument).

Example 1. In 𝒜ℱ1 from Figure 1 the grounded extension is empty: Grd(𝒜ℱ1) = {∅} and
there are four preferred extensions Prf(𝒜ℱ1) = {ℰ1, ℰ2, ℰ3, ℰ4} where ℰ1 = {𝐴,𝐶,𝐸,𝐺, 𝐼},
ℰ2 = {𝐴,𝐶,𝐸,𝐻, 𝐽}, ℰ3 = {𝐴,𝐷,𝐹,𝐺, 𝐼} and ℰ4 = {𝐵,𝐷,𝐹,𝐻, 𝐽}. It follows that all
arguments of 𝒜ℱ1 are both accepted and non-accepted for Sem ∈ {Cmp,Prf}.

2.2. Explanations in Argumentation

We now recall the main definitions for the explanation framework from [24], in which basic
explanations for both the acceptance and non-acceptance of some argument 𝐴 under various
semantics were defined. We will apply a general notation for acceptance and non-acceptance
explanations, without any restrictions:

Notation 1. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF, 𝐴 ∈ Args, Sem ∈ {Grd,Cmp,Prf} be a semantics
and ℰ ∈ Sem(𝒜ℱ) an extension. Then:

• SemAcc(𝐴, ℰ) denotes an acceptance explanation for 𝐴 in the specific extension ℰ ; and
• SemNotAcc(𝐴, ℰ) denotes a non-acceptance explanation for 𝐴 in the specific extension ℰ .

By using this general notation, other argumentative explanation methods can be used as well,
e.g., [12, 26, 27, 28]. Note that these explanations differ slightly from those introduced in [24],
in that they also require an extension ℰ in addition to an argument 𝐴 – the reason for this will
become apparent in Section 3.2. Because explanations in abstract argumentation are defined in
terms of attack and defense between arguments, we also need the following definition.

Definition 3. Given 𝒜ℱ = ⟨Args,Att⟩, we say that 𝐴 ∈ Args directly defends 𝐵 if there is some
𝐶 such that (𝐶,𝐵) ∈ Att and (𝐴,𝐶) ∈ Att, and 𝐴 indirectly defends 𝐵 if 𝐴 defends 𝐶 and 𝐶
defends 𝐵. Similarly, 𝐴 directly attacks 𝐵 ∈ Args if (𝐴,𝐵) ∈ Att, 𝐴 indirectly attacks 𝐵 if 𝐴
attacks some 𝐶 ∈ Args and 𝐶 defends 𝐵. We will often say that 𝐴 defends [resp. attacks] 𝐵 when
𝐴 directly or indirectly defends [resp. attacks] 𝐵.

Now we can define basic explanations for (non-)accepted arguments as follows.

Definition 4. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF and let Sem ∈ {Grd,Cmp,Prf}. First, let 𝐴 ∈
Args be accepted and let ℰ ∈ Sem(𝒜ℱ) such that 𝐴 ∈ ℰ , then:

SemAcc(𝐴, ℰ) = Dacc(𝐴, ℰ).

Now, let 𝐵 ∈ Args be non-accepted and let ℰ ∈ Sem(𝒜ℱ) such that 𝐵 /∈ ℰ , then:

SemNotAcc(𝐵, ℰ) = Dnacc(𝐵, ℰ).



The explanations use a generic function D that returns a set of arguments as an explanation
given a (non-)accepted argument and an extension. This function allows us to vary which
attacking or defending arguments are in an explanation for an acceptance explanation (Dacc) or
a non-acceptance explanation (Dnacc). The two common instantiations of Dacc and Dnacc that
we will use throughout this paper are as follows.2

• Defending(𝐴, ℰ) = {𝐵 ∈ ℰ | 𝐵 (in)directly defends 𝐴};
• NoDefAgainst(𝐴, ℰ) = {𝐵 ∈ ℰ | 𝐵 attacks 𝐴 and ℰ does not attack 𝐵}.

When Dacc = Defending, an acceptance explanation for argument 𝐴 in ℰ is the set of arguments
from ℰ that defends 𝐴 against all its attackers, and for Dnacc = NoDefAgainst, a non-acceptance
explanation for argument 𝐴 /∈ ℰ is the set of attackers of 𝐴 against which ℰ provides no defence.

Example 2. Recall that for 𝒜ℱ1 we have the preferred extensions ℰ1, ℰ2, ℰ3 and ℰ4, then:

• PrfAcc(𝐴, ℰ1) = {𝐶,𝐸,𝐺, 𝐼}, PrfAcc(𝐴, ℰ2) = {𝐶,𝐸}, PrfAcc(𝐴, ℰ3) = {𝐺, 𝐼} and
PrfAcc(𝐵, ℰ4) = {𝐷,𝐹,𝐻, 𝐽};

• PrfNotAcc(𝐴, ℰ4) = {𝐵,𝐷,𝐹,𝐻, 𝐽} and PrfNotAcc(𝐵, ℰ1) = {𝐶,𝐸,𝐺, 𝐼},
PrfNotAcc(𝐵, ℰ2) = {𝐶,𝐸}, PrfNotAcc(𝐵, ℰ3) = {𝐺, 𝐼}.

3. Contrastiveness in argumentation

The explanations in Section 2.2 are simple, non-contrastive explanations, answers to a Why
(not) P? explanation-seeking question, where 𝑃 is understood as the (non-)acceptance of an
argument. In its most basic form a contrastive explanation-seeking question is then of the form
Why 𝑃 rather than 𝑄?, where 𝑃 is called the fact and 𝑄 is called the foil [1]. However, there is
no agreement on exactly what is or constitutes a contrastive explanation [19]. Like Rudin [7],
we assume that more than one definition is possible, and below we will discuss the different
ideas on contrastiveness and how they can be interpreted for argumentative explanations.

The specific contrastive question may vary. First, there is the negation question, where the
fact is compared with the situation in which it does not occur: Why 𝑃 rather than not-𝑃 ? [16].
Second, it is possible to compare the properties of a certain object, resulting in questions like:
Why 𝑃 rather than the default value for 𝑃 ? [16] or Why does object 𝑎 have property 𝑃 , rather
than property 𝑄? [15]. Finally, different objects can be compared as well: Why 𝑃 rather than
𝑄? [16] and Why does object 𝑎 have property 𝑃 , while object 𝑏 has property 𝑄? [15].

I. Considering explanations in abstract argumentation, the fact 𝑃 concerns the (non-)accep-
tance of an argument, which is also the only property of the argument (i.e., whether it
is accepted or not). Thus, both negation-type and property-type questions are captured
by comparing why an argument is accepted as opposed to not accepted. Object-type
questions then compare different arguments (objects) to each other.

2Other instantiations of D are, e.g., DirDefending and DirAttacking, which take only the direct defenders or attack-
ers of 𝐴, see [14, 24].



The idea of contrastiveness usually assumes that fact and foil are incompatible [18, 20].
Even for a seemingly compatible fact and foil, what we are really interested in is some sort of
(hypothetical) contrast. Take, for example, the question ‘Why does John have disease 𝑋 and
Harry does not?’ In this case, it would be perfectly possible for Harry to also have disease 𝑋 , so
fact and foil are not inherently incompatible. However, as Ylikoski [18] notes, we are not really
interested in Harry (why he does not have 𝑋), but rather treat him as a surrogate for John, for
whom we want to know why he has 𝑋 while someone similar to him (Harry) does not.

II. We will assume that fact and foil are not always compatible. This means that fact and foil
are not always part of the same extensions, i.e., there is at least one extension in which
fact or foil is accepted and the other is not. This can be further restricted by, e.g., requiring
that fact and foil are never part of the same extension (i.e., always incompatible).

Note that it is assumed that fact and foil should be similar or closely related. For example,
they should have common presuppositions or a common cause, or share similar causal histories
[1, 18, 20]. For example, it makes little sense to ask ‘Why does John have disease 𝑋 while my
cat does not?’. We assume that John and Harry are related in that they are comparable persons
(age, gender, background, etc.) who share a similar history, i.e., the same (type of) events that
have caused John to contract disease 𝑋 could have also affected Harry.

III. We will assume that fact and foil are relevant for each other, which means that they are
at least connected via the attack relation.

Sokol and Flach [17] differentiate between Why 𝑃 despite 𝑄? and a Why 𝑃 given 𝑄?. The
despite-question requires an explanation that is not conditioned on 𝑄, that is, the explanation
for the fact 𝑃 does not take into account the explanation for the foil 𝑄. The given-question
requests an explanation in which the explanation for fact 𝑃 is conditioned on the explanation
for foil 𝑄: what do the explanations for fact and foil have in common? Take, for example, the
question ‘Why did John get a loan and Harry did not?’. A despite-explanation would then be
‘because John has an income of more than 100k’ (John’s income is not directly relevant for
Harry), and a given-explanation would be ‘because John was first and only one person can get
a loan’ (John being first is directly relevant for Harry).

IV. For a given-question, the explanation of the fact is conditioned on the foil (the explanation
contains the part of the explanations that are the same for both fact and foil). For a despite-
question, the explanation of the fact is not conditioned on the foil (the explanation contains
the part of the explanation for the fact without the foil).

The final important difference made in the literature is the one between alternative and actual
foils, which is made explicit in [18]. On the alternative side there are two incompatible and
alternative outcomes of the same process, one the fact and one the foil. On the actual side
there are two actual (possibly compatible) outcomes, fact and foil, from two actual and different
processes. From these two types of contrasts, two questions are formulated and modeled in [29].
The alternative question asks Why 𝑃 rather than 𝑄?, where fact 𝑃 occurred and foil 𝑄 did not,
while the actual question asks Why 𝑃 but 𝑄?, where 𝑃 occurred in the current situation and 𝑄
occurred in some other situation.



V. We will consider both types of foils. To this end we will take a fixed argumentation
framework (i.e., for now we do not allow for dynamic settings) and take extensions within
that framework to represent different situations. The alternative question is then modeled
given a specific extension (i.e., within an extension), while the actual question is modeled
between extensions.

3.1. Relevance and Compatibility

In view of considerations II. and III. above we introduce the notions of compatibility and
relevance. Compatibility concerns the mutual acceptance of arguments in the same extensions.

Definition 5. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF and 𝐴,𝐵 ∈ Args be two arguments. Then, for
Sem ∈ {Cmp,Grd,Prf}: 𝐴 and 𝐵 are compatible w.r.t. Sem if for some ℰ ∈ Sem(𝒜ℱ) it holds
that 𝐴,𝐵 ∈ ℰ ; 𝐴 and 𝐵 are incompatible w.r.t. Sem if there is no ℰ ∈ Sem(𝒜ℱ) such that
𝐴,𝐵 ∈ ℰ ; and 𝐴 and 𝐵 are not always compatible w.r.t. Sem if there is some ℰ ∈ Sem(𝒜ℱ)
such that 𝐴 ∈ ℰ and 𝐵 /∈ ℰ .

The above can be generalized to sets of arguments. Given two sets of arguments S1,S2 ⊆ Args:
S1 and S2 are compatible w.r.t. Sem if for each pair (𝐴,𝐵) ∈ S1×S2, there is some ℰ ∈ Sem(𝒜ℱ)
such that 𝐴,𝐵 ∈ ℰ ; S1 and S2 are incompatible w.r.t. Sem if there is no ℰ ∈ Sem(𝒜ℱ) such
that S1 ∩ ℰ ≠ ∅ and S2 ∩ ℰ ≠ ∅; S1 and S2 are not always compatible w.r.t. Sem if there is some
ℰ ∈ Sem(𝒜ℱ) such that S1 ∩ ℰ ̸= ∅ and S2 ∩ ℰ = ∅.

Arguments or sets of arguments are compatible if these can be part of the same extension,
incompatible if there is no extension that contains both arguments or arguments from both
sets and not always compatible if there is an extension that only contains one argument or
arguments from one set and not the other. Given II. we will assume that fact and foil are not
always compatible. Given III. we will assume that fact and foil are relevant for each other:

Definition 6. Let 𝒜ℱ = ⟨Args,Att⟩ be an AF and 𝐴,𝐵 ∈ Args be two arguments. Then 𝐴 is
relevant for 𝐵 if: 𝐴 (in)directly attacks or defends 𝐵; or there is some 𝐶 ∈ Args such that 𝐶 is
relevant for both 𝐴 and 𝐵. We say that 𝐴 is conflict-relevant for 𝐵 if it (in)directly attacks 𝐵
and 𝐴 is defending-relevant for 𝐵 if it (in)directly defends 𝐵.

Arguments are relevant for each other when they are connected by the attack relation, or if
there is an argument that is connected by the attack relation to both of the considered arguments.

Example 3. For the argumentation framework 𝒜ℱ1 we have that 𝐸 and 𝐻 are relevant for
𝐵 and 𝐴 but not for each other. Also, for Sem = Prf , 𝐸 and 𝐻 are compatible (there is the
extension {𝐴,𝐶,𝐸,𝐻, 𝐽}), but not always (there is the extension {𝐴,𝐶,𝐸,𝐺, 𝐼}) and although
𝐻 is compatible with 𝐵 (there is the extension {𝐵,𝐷,𝐹,𝐻, 𝐽}), 𝐸 is not compatible with 𝐵.

3.2. Contrastive Explanations

We can now formalize the notions of contrastiveness discussed earlier. Recall that we consider
(I.) negation-type and object-type questions; (II.), (III.) relevant, but not always compatible fact
and foil; (IV.) given- and despite-questions; and (V.) alternative (within an extension) and actual



Neg + despite Obj + despite Neg + given Obj + given
Within Note 1 Def. 7 & Ex. 4 Note 1 Def. 8 & Ex. 5
Between Def. 9 & Ex. 7 Def. 9 & Ex. 7 Def. 10 & Ex. 8 Def. 10 & Ex. 8

Table 1
Overview of the types of contrastiveness for considerations I. to V.

(between extensions) questions. The resulting eight types of contrastive explanations are shown
in Table 1.

Note 1. An argument cannot be part of an extension and, at the same time, not be part of that
extension. Given II. (not always compatible) and the fact that within explanations look at just
one extension, a contrastive explanation for within will always be an object-type explanation (i.e.,
between two different arguments).

We start with the contrastive explanation for despite and within: Why 𝐴 despite 𝐵 in the
current situation? To ensure a form of contrast, since the fact is accepted, the foil is non-accepted
if it is defending-relevant for the fact and the foil is accepted if it is conflict-relevant for the fact.
We do not limit the foil to be a single argument, rather, we define the explanations between one
argument (the fact) and a set of arguments (the foil).

Definition 7. Given 𝒜ℱ = ⟨Args,Att⟩, 𝐴 ∈ Args, S ⊆ Args and Sem ∈ {Grd,Cmp,Prf}. Let
Expl ∈ {Acc,NotAcc} determine the type of explanation and let ℰ ∈ Sem(𝒜ℱ), then:

SemCont((𝐴, ℰ), (S, ℰ)) = SemAcc(𝐴, ℰ) ∖

(︃⋃︁
𝐵∈S

SemExpl(𝐵, ℰ)

)︃

SemContN((𝐴, ℰ), (S, ℰ)) = SemNotAcc(𝐴, ℰ) ∖

(︃⋃︁
𝐵∈S

SemExpl(𝐵, ℰ)

)︃
.

The explanation contains the reasons for the acceptance of the fact that are not part of the
acceptance (if Expl = Acc) or non-acceptance (if Expl = NotAcc) explanation of the foil and
similarly for a non-accepted fact.

Example 4. In the running example with 𝒜ℱ1, there are three preferred extensions in which 𝐴
is accepted and one in which it is not accepted. Now, when 𝐴 is accepted it has to be defended
against 𝐵, which 𝐶 can do. However, 𝐴 might still be accepted without 𝐶 (i.e., in ℰ3).

• Why 𝐴 despite not-𝐶? Recall that PrfAcc(𝐴, ℰ3) = {𝐺, 𝐼} and that PrfNotAcc(𝐶, ℰ3) =
{𝐷,𝐹}. We therefore have, for Expl = NotAcc (i.e., comparing the acceptance of the fact
with the non-acceptance of the foil): PrfCont((𝐴, ℰ3), ({𝐶}, ℰ3)) = {𝐺, 𝐼}.

• Why not-𝐵 despite not-𝐶? This question is very similar to the above one, where we will
now apply PrfNotAcc(𝐵, ℰ3) = {𝐺, 𝐼}. We then have, again for Expl = NotAcc now
comparing two non-accepted arguments: PrfContN((𝐵, ℰ3), ({𝐶}, ℰ3)) = {𝐺, 𝐼}.

• Why not-𝐵 despite not-𝐺? The explanation for the non-acceptance of 𝐵 was:
PrfNotAcc(𝐵, ℰ2) = {𝐶,𝐸}. Similarly to the item above, with Expl = NotAcc:
PrfContN((𝐵, ℰ2), ({𝐺}, ℰ2)) = {𝐶,𝐸}.



For the contrastive explanation given and within we answer Why 𝐴 given its alternative 𝐵
in the current situation? Similar to the case of despite and within contrasts, independent of
whether the fact is accepted or non-accepted, the foil can be accepted or non-accepted. However,
for accepted [resp. non-accepted] fact, if the foil is conflict-relevant for the fact it should be
non-accepted [resp. accepted] and if it is defending-relevant for the fact it should be accepted
[resp. non-accepted], this to ensure a contrast between fact and foil.

Definition 8. Given 𝒜ℱ = ⟨Args,Att⟩, 𝐴 ∈ Args, S ⊆ Args and Sem ∈ {Grd,Cmp,Prf}. Let
Expl ∈ {Acc,NotAcc} determine the type of explanation and let ℰ ∈ Sem(𝒜ℱ), then:

SemCont((𝐴, ℰ), (S, ℰ)) = SemAcc(𝐴, ℰ) ∩

(︃⋃︁
𝐵∈S

SemExpl(𝐵, ℰ)

)︃

SemContN((𝐴, ℰ), (S, ℰ)) = SemNotAcc(𝐴, ℰ) ∩

(︃⋃︁
𝐵∈S

SemExpl(𝐵, ℰ)

)︃
.

While in Definition 7 the explanation contained the reasons for the fact without the reasons
for the foil, now the intersection of the explanations for fact and foil are taken. This follows
since the question assumes that the foil is given and should be part of the explanation.

Example 5. For the running example with 𝒜ℱ1:

• Why 𝐴 given not-𝐵? Since there are several non-acceptance explanations for 𝐵, we have
that PrfCont((𝐴, ℰ2), ({𝐵}, ℰ2)) = {𝐶,𝐸} and PrfCont((𝐴, ℰ3), ({𝐵}, ℰ3)) = {𝐺, 𝐼}.

• Why 𝐵 given not-𝐺? Recall that there is only one extension with 𝐵. Therefore:
PrfCont((𝐵, ℰ4), ({𝐺}, ℰ4)) = {𝐻,𝐽}.

For the fact-foil pairs from Example 4, where the foil is now accepted:

• Why 𝐴 given 𝐶? or Why not-𝐵 given 𝐶? From the acceptance explanation for 𝐶
(i.e., PrfAcc(𝐶, ℰ2) = {𝐸}), for Expl = Acc: PrfCont((𝐴, ℰ2), ({𝐶}, ℰ2)) = {𝐸} and
PrfContN((𝐵, ℰ2), ({𝐶}, ℰ2)) = {𝐸}.

• Why not-𝐵 given 𝐺? The explanation is very similar as the explanations in the
above item, now based on PrfAcc(𝐺, ℰ3) = {𝐼}. Then, for Expl = Acc:
PrfContN((𝐵, ℰ3), ({𝐺}, ℰ3)) = {𝐼}.

We now turn to the comparison between extensions. These differ from the contrastive
explanations within an extension, in that we do not take the difference or intersection with (a
set of) explanations for a foil from the same extension, but rather with the second extension as
containing the foil. In other words, we compare the actual situation (extension) of the fact with
the actual situation (extension) of the foil.

Example 6. Suppose we want to compare the acceptance of𝐵 in one extension with the acceptance
of 𝐴 in another. For example: PrfAcc(𝐵, ℰ4) = {𝐷,𝐹,𝐻, 𝐽} and PrfAcc(𝐴, ℰ2) = {𝐶,𝐸}.
Taking𝐴 as the specific foil does not change the explanation, since the explanations do not intersect.
If we instead look at ℰ2 as a whole (recall ℰ2 = {𝐴,𝐶,𝐸,𝐻, 𝐽}) we can take the difference and
obtain the explanation {𝐷,𝐹}: 𝐵 is accepted in ℰ4 despite 𝐴 being accepted in ℰ2, since in ℰ4 𝐷
and 𝐹 are accepted as well.



We start with the contrastive explanation for despite: Why 𝐴 despite 𝐵 in another situation?
Fact and foil can both be (non-)accepted, since we compare different extensions.

Definition 9. Given 𝒜ℱ = ⟨Args,Att⟩, 𝐴 ∈ Args, S ⊆ Args and Sem ∈ {Cmp,Prf}. Let
Expl ∈ {Acc,NotAcc} determine the type of explanation and let ℰ , ℰ ′ ∈ Sem(𝒜ℱ), where
ℰ ̸= ℰ ′. Moreover, SemExpl(𝐵, ℰ ′) is an explanation according to Notation 1 for all 𝐵 ∈ S. Then:

SemCont((𝐴, ℰ), (S, ℰ ′)) = SemAcc(𝐴, ℰ) ∖ ℰ ′

SemContN((𝐴, ℰ), (S, ℰ ′)) = SemNotAcc(𝐴, ℰ) ∖ ℰ ′.

These explanations present the difference of the explanation for the fact in one extension
and the extension of the foil. It is assumed that the foil argument(s) are (non-)accepted in the
extension ℰ ′ and that proper explanations exist. This is necessary to represent the fact-foil
construction of contrastive explanations.

Because fact and foil are now in different extensions, we can also ask negation-type questions,
where the acceptance of an argument is compared with its non-acceptance.

Example 7. For the running example with 𝒜ℱ1, suppose that we are interested in the extensions
ℰ2 and ℰ4 for Sem = Prf . We start by comparing the acceptance and non-acceptance of 𝐵 for
these settings:

• Why 𝐵 in ℰ4 despite not-𝐵 in ℰ2? Then, for Expl = NotAcc: PrfCont((𝐵, ℰ4),
({𝐵}, ℰ2)) = {𝐷,𝐹}.

• Why not-𝐵 in ℰ2 despite 𝐵 in ℰ4? This results, for Expl = NotAcc, in: PrfContN((𝐵, ℰ2),
({𝐵}, ℰ4)) = {𝐶,𝐸}.

We can also compare the arguments from 𝐴, 𝐵, 𝐶 and 𝐻 :

• Why 𝐴 in ℰ2 despite 𝐵 in ℰ4? For Expl = Acc: PrfCont((𝐴, ℰ2), ({𝐵}, ℰ4)) = {𝐶,𝐸}.
• Why 𝐵 in ℰ4 despite 𝐴 in ℰ2? The explanation is similar to the explanation above, for
Expl = Acc: PrfCont((𝐵, ℰ4), ({𝐴}, ℰ2)) = {𝐷,𝐹}.

• Why 𝐴 in ℰ2 despite not-𝐶 in ℰ3? For Expl = NotAcc: PrfCont((𝐴, ℰ2), ({𝐶}, ℰ3)) =
{𝐶,𝐸}.

• Why not-𝐴 in ℰ4 despite 𝐻 in ℰ2? For Expl = Acc: PrfContN((𝐴, ℰ4), ({𝐻}, ℰ2)) =
{𝐵,𝐷,𝐹}.

Note 2. With these explanation it becomes apparent that the choice of the right foil is essential
when formulating the explanation. While the above explanations make sense when an argument
is compared with its negation (see the first part of Example 7), this might be less so when two
arguments are compared. This has to be accounted for when choosing the formalization, extensions,
fact and foil. For example (last two bullets in Example 7), why 𝐴 in ℰ2 despite not-𝐶 in ℰ3 might
not be an informative explanation, while why not-𝐴 in ℰ4 despite 𝐻 in ℰ2 might be informative,
since 𝐻 is a reason for the non-acceptance of 𝐴 in ℰ4 but they are both accepted in ℰ2. What
conditions are placed on the foil depends on the applications and situation at hand and is left for
future work.



Finally, we consider the contrastive explanation for given and between: Why 𝐴 given 𝐵 in
another situation?. Again, rather than taking the intersection with a set of explanations, we
take the intersection with the second extension, to ensure a comparison between the fact and
its extension with the situation of the foil.

Definition 10. Given 𝒜ℱ = ⟨Args,Att⟩, 𝐴 ∈ Args, S ⊆ Args and Sem ∈ {Cmp,Prf}. Let
Expl ∈ {Acc,NotAcc} determine the type of explanation and let ℰ , ℰ ′ ∈ Sem(𝒜ℱ), where
ℰ ̸= ℰ ′. Moreover, SemExpl(𝐵, ℰ ′) is an explanation according to Notation 1 for all 𝐵 ∈ S. Then:

SemCont((𝐴, ℰ), (S, ℰ ′)) = SemAcc(𝐴, ℰ) ∩ ℰ ′

SemContN((𝐴, ℰ), (S, ℰ ′)) = SemNotAcc(𝐴, ℰ) ∩ ℰ ′.

In words, these explanations contain the common reasons for the fact in one extension
and the arguments in another extension. The other extension is such that it provides proper
explanations for the argument(s) in the foil.

Example 8. We are again interested in comparing ℰ2 and ℰ4. However, rather than taking the
difference between the two, we will now take the intersection.

• Why 𝐵 in ℰ4 given not-𝐵 in ℰ2? The acceptance of 𝐵 in ℰ4 has several reasons (i.e., 𝐵
has to be defended against the attack from both 𝐶 and 𝐺), by specifying the extension with
which the explanation has to be compared, we can select the specific reasons. In particular,
for Expl = NotAcc: PrfCont((𝐵, ℰ4), ({𝐵}, ℰ2)) = {𝐻,𝐽}.

• Why 𝐴 in ℰ2 given 𝐵 in ℰ4? We take the intersection of the explanations for 𝐴 and 𝐵 in
their respective extensions, where Expl = Acc: PrfCont((𝐴, ℰ2), ({𝐵}, ℰ4)) = ∅.

4. Conclusion

We have proposed a variety of contrastive explanations in the context of abstract argumentation,
based on the existing humanities and social sciences literature on contrastiveness. Contrastive
explanations have been studied extensively in the XAI literature [19] and some argumentative
formalizations have been proposed (see, e.g., [30, 31, 32]). What is new, and different, about this
paper, is that we start from the literature on contrastiveness and propose several ways in which
one might turn (argumentative) explanations contrastive. To the best of our knowledge, this
is the first work in which the variety of notions on contrastiveness have been formalized in
one setting, for use in XAI. It is therefore a starting point for a discussion on contrastiveness in
(argumentative) XAI.

With this study we pave the way for other researchers to work with contrastive explanations
based on specific notions in the literature. By avoiding restrictions on the (non-)acceptance
explanations (recall Notation 1), researchers outside the argumentation community can benefit
from this work as well.

Now that we have general notions of contrastiveness, we and other researcher working on
contrastive explanations can study when to apply which definition and how to apply them
outside abstract argumentation. Moreover, we have now restricted our study to arguments, we
can extend this to consider extensions, (dynamic) argumentation frameworks or elements of
arguments in the structured setting.
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