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Abstract
This work aims to explore and evaluate a method of generalizing the sub-systems currently used in
composite autonomous debating systems. Specifically, it aims to evaluate the feasibility of tackling
the task of open domain stance classification with large, language representation models in order to
reduce our reliance on domain-specific corpora and training. To this end, novel variants of the BERT
architecture inspired by Target Aspect Based Sentiment Analysis (TABSA) techniques are introduced
and evaluated. The results show a significant improvement in adversarial sentence classification over
the Base BERT model while offering no increase in performance on more straightforward inputs.
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1. Introduction and Related work

Recent years have seen an emerging interest in “composite AI” systems capable of integrating a
wide array of cognitive proficiencies in a holistic manner. One such example is IBM’s project
debater (PD), an autonomous debating system made up of smaller, “narrow AI” components [1].
This work aims to explore the feasibility of substituting these “narrow” components with easily
fine-tunable and accessible language representation models. Specifically it focuses on the open
domain stance classification sub-system due to the fact that PD’s most pervasive errors (local
errors) are mainly caused by stance or context miss-classification [1]. To this end, Google’s
Bidirectional Encoder Representations from Transformers (BERT), a model reported to reach
SOTA results on the GLUE benchmark with minimal fine-tuning [2], as well as various NLP
tasks including sentiment analysis [3] [4], stance classification [5] and most influential to this
paper, TABSA [6], is benchmarked on this task along with novel variants.

Stance classification is considered a novel research area emerging as a sub-problem of senti-
ment analysis which aims to determine the stance of a 𝑃𝑒𝑟𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒(𝑃) with respect to a 𝑇 𝑜𝑝𝑖𝑐(𝑇 ),
typically into one of three categories {Favour, Against, Neither} [7]. As such, the area overlaps
with areas related to sentiment analysis such as TABSA. A frequently employed approach for
the task is the use of ensemble systems comprising both feature learning and lexical pattern
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matching elements [7] and is used by PD’s stance classifier [1]. While effective, the system
relies on labour intensive corpora and its lexical matching component introduces a positive
bias into the classification process [8]. Novel deep learning approaches for stance classification
which alleviate this reliance have begun to emerge with SOTA performances by employing
attention mechanisms [9] [10] and may be poised to surpass feature based methods as more,
better quality datasets are made publicly available [11].

2. Method and Setup

The novel architectures presented in this paper aim to modify BERT in order to improve its
stance classification proficiency by exploiting its intrinsic link to TABSA. The models will
attempt to leverage the semantic value of sentence ‘target pairs’ which consist of the extracted
noun phrase pair with the greatest semantic overlap between input sentences 𝑃 and 𝑇. Semantic
overlap is evaluated by a ‘Target extractor’ in three different ways depending on the variant
of the architecture and indicated according to the following naming convention: ‘syn’ models
evaluate the Wordnet Synset path distances [12], ‘cos’ models evaluate the cosine similarity
between the embedded feature vectors (a technique employed in[13]) of each noun produced
by the BERT encoder, and ‘cosyn’ models evaluate a normalized average of the two metrics.

The base BERT model is adapted for stance classification by using the standard sentence pair
approach [5] [3]. This results in both a ‘Sequential’ and a ‘Pooled’ output where the former
represents an array of embedded feature vectors corresponding to each word from the input
sentences and the latter to the calculated stance classification probability [3].

The variants build upon this base model by selecting the ‘target pairs’ from the input sentences
depending on the semantic evaluation metric. They then extract and maxpool the embedded
vectors corresponding to these ‘target pairs’ from the ‘Sequential’ output. Following this, the
maxpooled vector along with the ‘Pooled output’ are combined through either a concatenation
or multiplication operation. This is represented in the naming convention as either a ‘con’ or
‘mul’ suffix. The combined vector is then passed through a standard dense, dropout and softmax
layer resulting in the final classification.

For benchmarking, the base BERT model with the recommended hyperparameters is consid-
ered [3] along with the out-of-the-box, most up to date PD stance classifier provided by IBM
through an API service[14]. These models are evaluated against both the ‘Perspectrum’[15] - a
relatively small and adversarial dataset extracted from debate forums - and the ‘Multilingual Ar-
gument Mining’[16] - a larger, less adversarial dataset mined from a large number of Wikipedia
articles - datasets.

3. Results and Discussion

In terms of accuracy, the BERT base model and the novel variants were able to outperform
PD in both datasets. However, the novel variants were only able to outperform the BERT
model on the more adversarial Perspectrum dataset. This indicates that the additional target
features employed by the novel variants provide a benefit to stance classification when inputs
are adversarial or ambiguous. One could hypothesize that the noun phrase pairs act almost as a



Table 1
Results on the Perspectrum dataset

Model Accuracy Precision Recall f1
pd 0.7 0.69 0.77 0.73
bert 0.74 0.76 0.75 0.75
bert_cos_con 0.79 0.8 0.81 0.8
bert_cos_mul 0.78 0.77 0.81 0.79
bert_syn_con 0.77 0.78 0.8 0.79
bert_syn_mul 0.77 0.77 0.79 0.78
bert_cosyn_con 0.78 0.78 0.81 0.79
bert_cosyn_mul 0.77 0.78 0.77 0.77

Table 2
Results on the IBM Multilingual dataset

Model Accuracy Precision Recall f1
pd 0.77 0.72 0.88 0.79
bert 0.91 0.9 0.92 0.91
bert_cos_con 0.91 0.89 0.93 0.91
bert_cos_mul 0.87 0.88 0.84 0.86
bert_syn_con 0.9 0.9 0.91 0.9
bert_syn_mul 0.88 0.88 0.86 0.87
bert_cosyn_con 0.89 0.88 0.91 0.89
bert_cosyn_mul 0.91 0.9 0.92 0.91

semantic bridge between the two inputs which assists the network in identifying tangentially
related topics.

In terms of the Precision, Recall and F1 values (tables:1, 2), the PD model consistently scores
a higher Recall than Precision metric confirming the bias issue referenced in its paper [8]. In
contrast, the precision and recall values of the BERT based models indicate an absence of bias.

Despite the BERT based models achieving these results with minimal fine-tuning, the added
computational cost of running the models obscures whether or not their benefits outweigh their
cost. In terms of more straightforward, explicit inputs, the BERT model provides a stronger
argument for its adoption than on the adversarial dataset set. If current trends continue, however,
we may see these models make up for their computational complexity relatively soon.

Due to a lack of resources, this paper serves more as a proof of concept than a presentation of
a novel model which should be adopted. More investigation should be made into adapting and
modifying these larger language representation models in order to tackle more semantically
adversarial tasks, an approach which has proven to be effective again and again in the literature
[5] [6] [4]. Improvements to the target extractor module should also be investigated, perhaps
via the use of a logistic regression classifier leveraging BERT encoded feature vectors.
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